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» The Future of Tape
—Tape’s renaissance
— Scaling challenges in magnetic recording
—317Gb/in? Tape Areal Recording Demonstration
— Future scaling potential of tape

= The Future of HDD
— Volumetric scaling
— HAMR
- MAMR

= The Future of Flash
— Areal density versus volumetric scaling

= Experimental Archival Storage Technologies
— DNA
— 5D Glass
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Tape’s Renaissance

Data is growing exponentially while HDD scaling has stagnated
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Refs: Data growth projections from IDC White Paper — #US44413318
Robert Fontana and Gary Decad, AlIP Advances 8, 056506 (2018); https://doi.org/10.1063/1.5007621
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The Data Center is Out of Balance
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A large fraction of data is cold...
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Times change!

2006

"Tape is dead, Disk is
Tape, Flash is Disk,
RAM locality is king”

B Microsoft

2015

"All cloud vendors will
be using tape and will
be using it at a level
never seen before”

B Microsoft

http.://research.microsoft.com/en-us/um/people/gray/talks/flash_is_good.ppt

http.//www.infostor.com/disk-arrays/how-do-you-store-a-zettabyte.html
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Why is tape exciting again?

Cost Savings Security Scaling
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@ hyperscale Airga? INSIC Tape Capacity
HDD Cost 3.7x Tape Encryption Scaling 40%
Quantum Safe CAGR to 2029
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Tape Scaling

Product IBM 726 LTO9 TS1160 Demo 2017 Demo 2020
Year 1952 2021 2018 Sputtered Tape SrFe Tape
Capacity 2.3 MB 18 TB 20TB 330 TBytes 580 TBytes
Areal Density 1400 bit/in? 11.9 Gbit/in? 11.7 Gbit/in? 201 Gbit/in? 317 Gbit/in?
Linear Density 100 bit/in 545 kbit/in 555 kbit/in 818 kbit/in 702 kbit/in
Track Density 14 tracks/in 21.9 ktracks/in  21.3 ktracks/in 246 ktracks/in 452 ktracks/in

Areal
Density
>8.5M X
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Areal Density Scaling
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Superparamagnetic Limit

Magnetic Media “Trilemma”:

Small particles (1)

SNR < 1/V
Writability
Thermal Stability Hox K.
E,cK -V Ho< Head Field

:':E.’.:::E::-!

HDD has reached the limit of
(known) materials to produce
larger write fields.

Tape operates at areal densities
far from the superparamagnetic
limit and has the potential to

continue scaling for many years

Technologies to go beyond the superparamagnetic limit:
Energy Assisted Magnetic Recording (HAMR) / (MAMR)

10
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2022 Storage Bit Cells and Extendibility

Flash (3 bits)
2150 Gb/in?
17.3nm x 17.3 nm

HDD
1131 Gb/in?
~44 nm x ~13 nm

—
Jag6 Tape

1200 nm x 45.8 nm
LTO9 Tape

1150 nm x 46.6 nm

SrFe Demo
317 Gb/in?
56.2 nm x 36.2 nm

- Tremendous potential for future scaling of tape track density

11 © 2023 IBM Corporation



Track density and servo control

The track following servo system enables us to measure and control the position of the
read/write heads on the tape in order to write the data tracks in the correct location and
then scan the read transducers along the center of the tracks during read-back operation.

track -
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written track edge
with tracking errors

<+— reader trajectory

<+— ideal track center
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Track-follow
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Track-follow
& narrower

reader
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Scaling Strategy

Focus on track density scaling with modest linear density scaling

» For track density scaling we need to:
— Improve track following

—Reduce the reader width from ~1000nm to 29 nm

= Ultra narrow reader results in a dramatic loss in read back signal that
must be compensated by:

—improved media technology - require improved writer technology
—improved reader technology

—improved signal processing and coding

13 © 2023 1BM Corporation
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Media Technology: BaFe versus SrFe
BaFe and SrFe are both stable oxides

Barium Ferrite (BaFe)

Magnetic layer (Upper layer)

Non-Magnetic layer
(Under layer)

P6./mmc
Base film /

Back coat

Magnetic tape’s layer structure
(Image sources: Fujifilm)

Hexagonal -3\

Strontium Ferrite (SrFe)

BaFe
M, (Am?/kg) 72 92
K, (10° J/m?3) 3.3 3.5

- Enhanced magnetic properties of SrFe enables scaling to smaller particles

- Demo media users much smaller 950nm3 particles and smoother tape

14
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Recording Performance of SrFe

» High-moment tape writer
» 29nm-wide TMR reader (HDD)
= |tterative decoding

HDD slider

SrFe tape supports a linear density of
702kbpi with a 29nm reader and provides
an operating margin of ~ 0.7dB SNR

15
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Track-following Performance on SrFe Tape

= New TBS servo pattern with 36deg azimuth angle
= New X4 FPGA platform with 4-channel averaging

= Low disturbance tape path with new prototype
track-following actuator and new low-friction head

» H-inf based optimized track-folllowing controllers

5l o-PES = 3.2 nm over
TS1140 speed range

L o— o &

| | | 1 |
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Tape velocity (m/s)
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Track Width =2 -/2-3 - O'pES + Reader Width

0-PES <3.2nm

ReaderW|dth 29nm }»
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Low disturbance tape path

(INSIC method)

Low friction
Tape head

Prototype
actuator

Track width = 56.2nm

Track density = 451.9 ktpi
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2020 Areal Density Demonstration on SrFe Tape — Main Results

. bit-length = 36.2nm
Recording Results:

= Reader Width = 29 nm

[
»

A

£ %
» Linear density = 702 kbpi. Bit-length=36.2nm %

@ ~0.7dB SNR margin I3 _
Track-following Servo Results: 5 § ko
» Worst case gps < 3.2 nm f ' 8
= Track Width = 2-+/2 -3 - gpgs + Reader Width 3

= 56.2nm s

= Track density = 451.9 ktpi

Areal density = track density X linear density
= 451’994 b/in x 702'000 b/in

= 317°300°000°’000 b/in?
= 317 Gb/in?
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317Gb/in? Areal Density — Potential Cartridge Capacity

Tape Thickness Length Length Areal AD Capacity
(um) (m) Scale Density Scale (TB)
Factor (Gbl/in2) Factor
JE 4.6 1163 1 11.7 1 20

Demo 4.3 1244 1.07 3173 27.12  580.2

Potential Cartridge Capacity:
580 TB !

» &

29 JE cartridges (20TB)

IBM TS4500 Tape Library w/
potential 580TB cartridges: Potential Capacity = 10.18EB

18 © 2023 IBM Corporation



Areal Density Scaling

19

317 Gb/in2 demonstrates the sustainability of the INSIC Tape Roadmap
34% CAGR in Areal Density for the next decade
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INSIC 2019-2029 Tape Roadmap -

100.00
£
»
g 10.00
Parameter/Year 2019| 2021 2023 2025 2027 2029 i
1. Capacity (TB) 25 49 96 188 369 723  40.00% oo
2. Maximum data rate per channel (MB/sec) 14.8| 19.6) 17.3| 22.9| 30.3| 30.0 } i
3. Maximum total streaming drive data rate (MB/sec) 475.(1 628.2 830.8 1098.7 1453.0 1921.6 15.00%
4. Minimum streaming drive data rate 115.7 134.9| 236.0| 275.3| 3211 499.4| 1.50 001
5. FC Speed Roadmap (MB/sec) 12800]  25600] 512000 512000 102400 BERRRBEEER858858¢8¢8¢88¢
6. Number of channels 32 32 48| 48| 48| -
7. Tape thickness (um) 4. 4.50) 4.14 3.82 3.52 -4.00%
8. Data capacity reserve 3. 3.0%) 3.0%) 3.0%) 3.0%)
9. Tape length that is recordable (meters)* 40.00
10. Tape length total (meters)**
track pitch = 2.54x10"/tpi (nm) <j
fcemm = kfci/0.0254 <j
13. Areal density (Gbits/inch2) 14.64 26.36 34.23%
14. Tape speed (m/sec) 6.2 7.0 -0.65%
15. Tape width in mm 12.65 12.65|
16. ECC and formatting overhead 20.00%| 20.00%) 0.00%
17. Servo track and layout overhead **** 16.00%) 16.00%) 0.00%
18. Number of passes to write a tape 313| 483|
19. Number of passes to end-of-life (media) 32200 34560 3.6%
20. Time to fill a tape in mins 877, 1300 21.74%
21. Number of data tracks 10,006 15,451 23,863| 24.29%
22. Number of data bands 4 8| 8| 8| 8|
overall head span (um) 3,000 3,000 1,500 1,500 1,500 1,500
23. Tape Dimensional Stability (ppm) 142 92 119 77 50 32 -13.77%
24. Bit Aspect Ratio (BAR) 30| 23| 17 13| 10 7 -13.11%
25. Bit Error Rate 3.505-2d 1.79€-20 9.11E-21 4.65E-21 2.37E-21 1.21E-21 -28.57%
INSIC Roadmap available at: https://www.insic.org
20 © 2023 IBM Corporation
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LTO Consortium Roadmap

LTO ULTRIUM ROADMAP

Addressing your storage needs
NATIVE COMPRESSED

GEN14 upTO S76TB vrTO 1,4407TB

GEN13 upTO 288TB uPT07207TB

GENI12 up 10 144TB urTO 360TB

GENIN urTOo 727B upTO 180TB

GEN10 urTO 36TB urTO SOTB

PARTITIONING ENABLED LTFS | ENCRYPTION | WORM

—3

Hewlett Packard Quantum
NOTE: Comperirod capacitio stsume 2.5 1 comprurision (achieved with larger comprussion Pustory bulter) Emew IBM

SOURCE: T Prog CAAMaR 1 wb)ect 1o Ahange without nOtCe and regresents goaly and Sbypod tives only Hewlett Packhaed Enterprne Company. intermationa! Busnesy
wot Ta L0 [} » the URrium 1900 are rogitered trademanss of Hewlen! Packard Emterpeine Company Machines Cotporabon and Quantien Coeporation collaborate and
International Business Machines Corporation and Ouantum Corporatson in the US and other countiws wWipport technology specdications, heensing. and pramations of

Please contact your swpphet/manufac tirer for mare information LTO Ultriam products
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The Future of HDD
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Recent HDD scaling

HDD Areal Density Scaling HDD S/GB Shipped
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Recent Capacity Scaling of HDD: Volumetric Density

= Slow down in areal density scaling
partially compensated by adding more
disks: conventional technology ran out of
space at about 5 platters

= Helium filled drive - less turbulence -
thinner/wider disks - higher capacity
— WD 18 TB Drive 9 platters
— WD 20 TB SMR (YE2020)
—20TB PMR (2021)
—22TB PMR/26TB SMR (2022)

= Helium: lower power, better TCO

* Reduces mechanical power dissipated in air shear
= Allows platters to be placed closer together enabling more capacity

» Working on ultra-thin aluminium- ;
. . Disk Rotation Disk Rotation
magnesium platters for 11 platter drive A Reduced g

Flutter

Thinner Platters

Doesn’t scale:

->Effectively no space for more heads
and platters in current form factor

- Cost of head and platters dominate ’ ‘ o i
- IOPS / TB is decreasing i P o ﬁ?
O = 49% reduction in WWane/TB

24 © 2023 1BM Corporation



Heat Assisted Magnetic Recording (HAMR)

—>Laser used to locally heat the media to lower the
magnetic field required to write a bit GMR

Laser

Many Engineering Challenges Write coils

- New media, glass disc, thermal stability of
overcoat/lubricant, disc/media reliability

- Confinement of heat

- Data dependent track width, transition curvature [

\
. . . H
- Life time of laser / near field transducer eat spot

- Cost HAMR Head
Time to market:

- WD: probably will never be cost competitive

- 20TB TB HAMR drives, Dec. 19 2020: "shipping on a
limited basis in our Enterprise Data Solutions (EDS)
products and to select data center customers, as we
continue collecting production and field data"

- Need to get to 24TB before it will be economical
- Seagate expect ~30TB 2022 - 2025

-> Scaling: Seagate expects CAGR 20% over the next
decade, but introduction repeatedly delayed

Laser Carrier

25 * https://www.techradar.com/news/seagate-confirms-20tb-hamr-hard-disk-drives-have-been-shipped © 2023 IBM Corporation



Microwave Assisted Magnetic Recording (MAMR): WD

- Spin torque oscillator used to locally generate
magnetic fields that rotate at microwave frequencies
and lowers the magnetic field required from the writer
to write a bit

- Minimal additional cost
- Less disruptive than HAMR (more PMR-like)
- Does not use heat - better reliability than HAMR

- Still many challenges to scale:

Time to market:

WD: Was supposed to be introduced in 2019,..... But
nothing to date

WD now plans to use ePMR and OptiNAND
technology combined with 10 platters to scale to
30TB and no longer mentions MAMR

Toshiba: started shipping FC-MAMR in 2021, but only
18TB with 9 platters....

plans 30TB 11 platter MAS-MAMR in 2024

https://hexus.net/tech/news/storage/123953-seagates-hdd-roadmap-teases-100tb-drives-2025/

https://www.anandtech.com/show/17097 /western-digital-30tb-hdd-plans-mamr-future-unclear
26

Spin Torque
Oscillator (STO)

W

Same temp as PMR Media

Energy Assisted Head Reliability

HAMR and MAMR Writer Lifetime Comparison

HAMR Reliability Challenge:
Our reliability tests

show median head
Time-to-Failure (TTF)
to be 100x better than

current HAMR head HAMR:

MAMR:

Media temp during recording

Probability

Target median TTF to meet
data center workload and
reliability spec

(2.5M hours MTTF)

Writer lifetime (hours, log scale)

Our MAMR drives will meet the same data center reliability requirements as PMR drives

Western Digital

© 2023 1BM Corporation



Tape and HDD Projections

® Enterprise Tape =—|NSIC Roadmap

e HDD Products —HDD Projection
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The cost advantage
of tape over HDD will
grow exponentially
for the foreseeable
future!
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The Future of Flash
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Flash Scaling

Historically Flash capacity was scaled by
lithography scaling

Minimum size limited due to decreasing
number of electrons on floating gate

Multilevel Flash > 1 bit per cell
SLC > MLC - TLC - QLC - PLC

Gain: 100% 50%. 33% 25%

= Each transition doubles the number of
discrete states to be distinguished

» Limited by the small number of
electrons

—>Solution: larger cells and 3D scaling

BUT: each layer adds cost!

29
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Flash Memory Density Scaling

Density Growth Trend
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Flash density scaling ~27% CAGR
HDD density scaling ~8% CAGR
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J. Yoon et al. Flash Memory Summit 2019, A Deep dive into 3D-NAND Silicon Linkage to Storage System Performance & Reliability
30 https://www.flashmemorysummit.com/Proceedings2019/08-07-Wednesday/20190807 _FTEC-202-1_Yoon.pdf © 2022 IBM Corporation



Flash Memory $/GB scaling
DRAM NAND 3DXP $/GB trend

1000

100

10

0.1

0.01
1995 1998 2001 2004 2007 2010 2013 2016 2019 2022 2025

—e— DRAM —a— NAND (2D) —e— 3D-MLC 3D-TLC —e—3D QLC

Flash $/GB scaling ~15% CAGR

BUT: Capital Intensity ($B/1% bit growth) ~26%CAGR, ~$0.7B in 2019

31 J. Yoon et al. Flash Memory Summit 2018, 3D NAND Technology Scaling helps accelerate Al growth © 2022 IBM Corporation
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DNA Storage

Store data in the base sequence of DNA, 4 nucleotides (A,C,T,G) = ~2 bits/base pair
Write and read using DNA synthesis and sequencing

Pros:

» high storage density: estimated hundreds of
PB/gram (but only MBs actually written)

= Long DNA lifetime in controlled environment

= Technology to read DNA likely to be around for a
long time

Cons:

= Cost: read ~$2000 / GB, (~10 million times more
expensive than tape), cost to write >> cost to read

= Cost to synthesize (write) DNA historical scaling
~13.5%/ year, i.e. lower than scaling rate of tape
- need new paradigm e.g. Catalog

Cost per Human Genome

» L arge market for read (sequence) technology, small
market for write (synthesis) technology

» Data rate: estimate ~kbytes/second (require
multiple reads)

» File access at high volumetric density is a
33 challenge, recent progress in this area © 2023 IBM Corporation



DNA Storage

MIT Technology Review
Oct. 27, 2021

But DNA holds some advantages. Researchers have shown that it's possible to

encode poeftry, GlFs, and digital movies into the molecules. The potential density is
staggering. All of the world’s digital data could be stored in a coffee mug full of DNA, biological
engineers at MIT estimated in a paper earlier this year. The catch is cost: one coauthor later
said that DNA synthesis would need to be six orders of magnitude cheaper to compete with

magnetic tape.

https://www.technologyreview.com/2021/10/27/1036819/dna-computing-spintromics-history/
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https://www.nature.com/articles/nature11875
https://www.nature.com/articles/nature23017
https://www.genengnews.com/topics/omics/dna/could-we-store-all-of-the-worlds-data-in-a-coffee-mug-full-of-dna/
https://www.genengnews.com/topics/omics/dna/could-we-store-all-of-the-worlds-data-in-a-coffee-mug-full-of-dna/

“5D Optical Storage” a.k.a. “Superman memory crystals” or Glass

Ultra fast laser pulses encode data in 3
spatial dimensions + polarity & intensity
of light in a quartz

Published Demonstrations:

2013: ~47 Mb/in? x 3 bits/pixel x 3 layers
2018: 10 layers

2019: Microsoft stores 1978 Superman movie : g ' AP
2021: 8kB/s write speed (best to date) .

Pros:
* media is quartz (low cost)
* long media/data lifetime

Cons:

» very low data rate (8 kB/s)

» Write: femto second laser 2>
big and ~$100k

 Read: expensive microscope
+ offline image processing

* No servo: how to control
position for write and read

36
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Microsoft teams up with Warner Bros. to
store Superman on new glass storage

Project Silica could be the future of storage

5mmx 75 mmx2mm
75.6 GB of data
(6.72 MB/mm3)

8 kB/s = ~110* days!
* estimated based on best reported data rate to date

37
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Glass versus Tape

22 reels
75.6 GB
~110 days to write
75x 75 x 2 mm3
20TB

5820 reels
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What state of the art storage technology looks like after < 100 years....

1928 state of the art National Archives Records ~133TB in
digital storage Service facility 1959 2021 digital
technology 4 data

Keep it on
punch cards.....
in about 83000
warehouses

or
on 7 JE Tapes

80 characters / card
~ 80 bytes

~ 20 million cards = 1.6 GB

Do you really want to keep your digital data on the same media for 100 years?

https://en.wikipedia.org/wiki/Punched_card

39 © 2023 IBM Corporation
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Summary:

» Tape has a sustainable roadmap for at least another decade with areal density
projected to scale with a 34% CAGR and capacity with a 40% CAGR

= HDD areal density growth has stagnated with current scaling < 8% CAGR
— MAMR projected to enable density scaling ~15% CAGR for a few generations
— HAMR projected to enable density scaling ~15-20%, but smaller $/GB scaling

» Flash density scaling currently ~27% CAGR and $/GB ~15% CAGR
— These trends expected to continue in the near term but difficult to maintain

= The continued exponential growth of data combined with the stagnation of $/GB
scaling of HDD is impacting the storage hierarchy
— Tape, HDD and Flash will continue to coexist
— Increasing use of Flash for IOPS intensive workloads
—Increasing use of Tape for archive and active archive workloads
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